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Abstract Structural and parametric problems associated with physical parameterizations are often tied
together in weather and climate models. This study examines the sensitivities of turbine‐height wind
speeds to structural and parametric uncertainties associated with the planetary boundary layer (PBL)
parameterizations in the Weather Research and Forecasting model over an area of complex terrain. The
sensitivity analysis is based on experiments from two perturbed parameter ensembles using the
Mellor‐Yamada‐Nakanishi‐Niino (MYNN) and Yonsei University (YSU) PBL schemes, respectively. In each
scheme, most of the intermember variances can be explained by a few parameters. Compared to the YSU
parameters, the MYNN parameters induce relatively weaker (stronger) impacts on wind speeds during
daytime (nighttime). The two schemes can overall reproduce the observed diurnal features of turbine‐height
wind speeds. Differences in the daytime wind speeds are evident between the two ensembles. The daytime
biases exist even with well‐tuned parameter values in MYNN, indicating the structural error. The YSU
scheme better matches monthly mean daytime observations, partly due to the compensation among the
biases in different wind strengths. Compared to YSU, MYNN generally better agrees with observations in
both weak and strong wind conditions. However, the improvements accomplished for one condition by
parameter tuning may degrade model performances for others, suggesting the relationships that link
different conditions are not accurately represented in the parameterizations. Simulated biases due to
structural errors are further identified by evaluating them for different time of day and locations. Ultimately,
this study improves understanding of structural limitations in the PBL schemes and provides insights on
further parameterization development.

1. Introduction

Currently, it is still computationally unaffordable to use weather or climate models at resolutions approach-
ing the order of turbulent scale motions (i.e., 10–100 m) for operational applications. Therefore, subgrid
parameterizations, including those for the planetary boundary layer (PBL) and surface layer, must be used
to represent the statistical features of the turbulence processes and their mean effects on the grid‐scale fields.

Many PBL schemes have been developed over the past decades, with some of them being routinely updated
(e.g., Hong, 2010; Hong et al., 2006; Hong & Pan, 1996; Mellor & Yamada, 1974; Nakanishi & Niino, 2009;
Pleim, 2007; Troen & Mahrt, 1986). These schemes feature different levels of complexity and can be based
on structurally different assumptions or formulas regarding the representation of PBL processes. As a result,
structural uncertainty in the physical parameterizations contributes to a large portion of the total model
uncertainty (e.g., Giorgi & Mearns, 2002; Gupta et al., 2012; Hawkins & Sutton, 2009; Huang et al., 2013).
Furthermore, the PBL schemes usually apply a large number of tunable parameters (e.g., Hong et al.,
2006; Nakanishi & Niino, 2009; Nielsen‐Gammon et al., 2010; Yang et al., 2017), whose values are typically
calibrated based on limited measured fields or idealized large eddy simulations. Due to the existences of
numerous uncertain parameters and the potential nonlinear interactions among them, sensitivity analysis
frameworks that consist of a multiple‐dimension sampling approach and/or surrogate‐based variance
decomposition have been applied to quantify the parameter uncertainty (e.g., Boyle et al., 2015; Guo et al.,
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2014; Hou et al., 2012; Posselt et al., 2016; Qian et al., 2015; Yan et al., 2015; Yang et al., 2012, 2015; Zhao
et al., 2013). In addition to improved understanding of uncertainty, these approaches can also be used to
assist with the planning of new field studies or model developments (Qian et al., 2016).

There has recently been a huge growth in the wind‐generated electricity around the world (Pimentel et al.,
2002; National Renewable Energy Laboratory, 2008; Lu et al., 2009; Musgrove, 2010). Operational wind fore-
casting and wind resource characterization highly rely on the ability of mesoscale atmospheric models to
represent the fine‐scale flow features (Mahoney et al., 2012; Marjanovic et al., 2014; Pichugina et al., 2017;
Siuta et al., 2017). It remains a challenge to accurately predict the winds at different forecast lead times
due to the significant variability in the wind flows in the PBL, which ultimately influences forecasts of wind
power to be integrated into the electric grid that can potentially have serious financial consequences (Banta
et al., 2013, 2018; Marquis et al., 2011).

The impacts of tuning PBL parameter values or switching PBL scheme options on the simulated wind flow
features have been separately examined by previous studies (e.g., Carvalho et al., 2012; Draxl et al., 2014;
Nielsen‐Gammon et al., 2010; Siuta et al., 2017; Yang et al., 2013; Yang et al., 2017). Structural and para-
metric problems, however, are often linked, which means the discrepancies in model outputs using different
schemes are jointly contributed by the structural differences among them and parameter uncertainties
within each scheme (Dai et al., 2017; McNeall et al., 2016). Therefore, conclusions regarding the strengths
or limitations of different schemes may not be the same when different parameter values are applied in
the schemes (e.g., Clark et al., 2008; Leung et al., 1999; Williamson et al., 2015).

Relative to the parametric issue, the structural problem is usually difficult to represent in a straightforward
way because two schemes can differ from each other physically, mathematically, or computationally (Gupta
et al., 2012). Model bias that is evident even when all parameter values have been optimized confirms the
existence of structural errors in the scheme that cannot be explained by parameter uncertainties
(Williamson et al., 2015). It is also common that all the model aspects can be tuned close to a specific obser-
vational target, but the improvement related to one target often corresponds to degraded performances in
others, exhibiting a diversity of incompatible biases such as those of different variables or at different times
or locations (Gupta et al., 2012; McNeall et al., 2016). This kind of structural error can occur when different
model components are unrealistically linked and their relationships are structurally fixed, hardcoded, or
only weakly sensitive to parameter perturbations, though each of these components individually could have
a strong sensitivity and has the potential to be optimized.

In this study, we examine the sensitivities of simulated turbine‐height wind speed to structural differences
and uncertain parameters in the PBL parameterizations based on experiments using two perturbed para-
meter ensembles (PPEs) for two different PBL schemes. Our main purposes are to (1) compare the para-
metric sensitivities of turbine‐height wind speeds in the two PBL schemes, (2) examine the structural
sensitivity to the PBL parameterizations, and (3) identify the biases in the simulated wind speeds due to
structural limitations in the schemes that cannot be explained by parameter uncertainty alone. Simulated
biases related to structural limitations will also be explored when considering different wind strengths, time
of day, and locations as the improvements for one target by parameter tuning may degrade model perfor-
mances for others.

2. Data and Methodology

The model configuration and framework for parametric sensitivity analysis applied here are the same as
those described by Yang et al. (2017) and Berg et al. (2019). Additional analyses are presented to investigate
structural sensitivity and simulated biases due to structural error in the schemes.

2.1. WRF Model Configuration and Wind Field Sites

The advanced Weather Research and Forecasting (WRF) model version 3.6 is used (Skamarock et al., 2008)
in this study. The WRF domain (Figure 1) focuses on a complex terrain region, which is centered at the
Columbia Basin Wind Energy Study (CBWES; Berg et al., 2012) field site and including measurements of
the subsequent second Wind Forecast Improvement Project. The horizontal grid spacing is 3.3 km in the
horizontal and approximately 15 m in the vertical within the lower part of PBL (i.e., from surface to around
200 m). Initial and boundary conditions are derived from the 10‐km WRF outputs that are dynamically
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downscaled from the North American Regional Reanalysis (Mesinger et al., 2006) with grid nudging. The
WRF model is integrated from 28 April to 31 May 2011, with the results during the month of May used
for the analysis. For more details about the model configuration please refer to Yang et al. (2017).

To explore the structural errors in the schemes, we apply the wind speed measurements at 10 field sites in
addition to the CBWES site, including nine stations that were part of the Bonneville Power
Administration's Anemometer Network and the Department of Energy's Hanford site (see Figure 1 for site
locations and heights of measurements above surface). The Butler Grade site (no. 4 in Figure 1) is colocated
with the CBWES site near the center of the study region. At this site, the Bonneville Power Administration
observations of standard meteorological variables made on a communications tower were augmented by
sonic anemometers at two levels (30 and 62.5 m above ground). In addition, profiles of wind speed and wind
direction were measured using a Doppler sodar and radar wind profiler during CBWES. Therefore, the

model results at Butler Grade are a major focus of our analysis.

2.2. PBL Schemes and Perturbed Parameters

We examine 12 and 15 parameters in the Mellor‐Yamada‐Nakanishi‐
Niino (MYNN) level 2.5 and Yonsei University (YSU) PBL schemes,
respectively. We chose the parameters that can potentially influence the
model results by reviewing the existing literature, examining the scheme
formulas, and/or consulting the scheme developers' suggestions (e.g.,
Andren & Moeng, 1993; Grachev et al., 2007; Hong, 2010; Hong et al.,
2006; Hong & Pan, 1996; Kim & Mahrt, 1992; Mellor & Yamada, 1982;
Nakanishi, 2001; Nakanishi & Niino, 2004, 2006, 2009; Noh et al., 2003;
Schumann & Gerz, 1995; Stull, 1988; Troen & Mahrt, 1986; Vickers &
Mahrt, 2004). The parameter ranges are determined based on the gui-
dance mentioned above or, in cases with a lack of such guidance, by
assigning a range of ±50% from the original value of the individual para-
meters, following Yang et al. (2017). The ranges specified for each of the
parameters in the two PBL schemes are given in Tables 1 and 2.

The MYNN level 2.5 scheme (Nakanishi, 2001; Nakanishi & Niino, 2004,
2006, 2009) is a turbulent kinetic energy (TKE) scheme based on
Mellor‐Yamada scheme (Mellor & Yamada, 1974, 1982) but with modified
formulas for the turbulent length scales and reestimated values for closure
constants relative to its precursor (Nakanishi, 2001). Twelve parameters in

Figure 1. Weather Research and Forecasting domain (black box) with 3.3‐km grid spacing. Terrain height is indicated by
color (see legend on the right). The red solid circles denote the locations of field measurements or wind plants used in this
study. The names of sites and corresponding heights of windmeasurements are as follows: 1. Kennewick (36.6m), 2. Seven
Mile Hill (30.5 m), 3. Goodnoe Hills (59.4 m), 4. Butler Grade (62.5 m), 5. Wasco (30.5 m), 6. Chinook (50.0 m), 7.
Augspurger (21.3 m), 8. Horse Heaven (21.3 m), 9. Roosevelt (21.3 m), and 10. Hanford (15.2 m). Columbia Basin Wind
Energy Study site is collocated with the Butler Grade site (no. 4).

Table 1
Adjustable Parameters and Their Perturbed Ranges in the Mellor‐Yamada‐
Nakanishi‐Niino Planetary Boundary Layer Scheme

Parameter Description Default Range

B1 Constant for dissipation rate
of TKE

24 12–36

Df (sqfac) TKE diffusion factor 2 1.5–4.5
Pr Turbulent Prandtl number 0.74 0.5–2
C3 Closure constant 0.34 0.33–0.50
C5 Closure constant 0.2 0.1–0.3
γ1 (g1) Closure constant 0.229 0.1768–

0.2395
α1 (alp1) Constant for calculation of

the turbulence length scale (LT)
0.23 0.115–0.345

α2 (alp2) Constant for calculation of
the turbulence length scale (LB)

0.65 0.5–1.0

α3 (alp3) Constant for calculation of LB 3 2.5–7.5
α4 (alp4) Constant for calculation of

the turbulence length scale (LS)
20 20–100

α5 (cns) Constant for calculation of LS 2.1 1.35–4.05
β Exponent on equation of LS 0.2 0.1–0.3

Note. Texts in parentheses in the first column is the parameter name used
in the WRF source code. TKE = turbulent kinetic energy.
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the MYNN schemes are investigated (Table 1, for additional details please refer to Yang et al., 2017),
including those related to the dissipation and diffusion of TKE (B1 and Df), the turbulent Prandtl number
(Pr), closure constants (C2, C5, and γ1), and coefficients associated with the turbulent length scales (α1–α5
and β).

The YSU PBL scheme (Hong, 2010; Hong et al., 2006) is a first‐order nonlocal K‐profile scheme (Hong & Pan,
1996; Troen & Mahrt, 1986) that applies a countergradient term to represent the effects of large‐scale eddies
on the total flux. An explicit treatment for entrainment process at the PBL top has been included (Hong et al.,
2006; Noh et al., 2003). Hong (2010) implemented a new vertical diffusion package in the YSU scheme for
stable conditions, in which the PBL height is calculated based on the bulk Richardson number (Vickers &
Mahrt, 2004). Here we focus on 15 YSU parameters (Table 2) such as those related to similarity functions
(αs, αu,h, and αu,m), constants associated with nonlocal transports (bfac, Sm), profile shape exponent for
momentum diffusivity (pfac), constants related to the turbulent Prandtl number (Prh, a4), and Von
Kármán constant (k). In previous WRF versions, the YSU PBL scheme was tied with the MM5 (i.e., the fifth
generation Pennsylvania State University‐National Center for Atmospheric Research Mesoscale Model,
Grell et al., 1994) surface layer scheme and part of the calculations for similarity functions are connected
between the two parts of themodel. In the currentWRF version, the similarity functions in theMM5 scheme
have been updated (Jiménez et al., 2012) for both stable (Cheng & Brutsaert, 2005) and unstable conditions
(Fairall et al., 1996). Thus, the two parts are not tied the same way as before. Note that the Von Kármán con-
stant (k) is perturbed in the YSU experiments but fixed in the MYNN experiments. Our results suggest that
this difference has only a small impact on the comparison between the two schemes. We can eliminate the
effects of varying k via the surrogate model and resampling process as needed.

2.3. Sensitivity Analysis Approach

Here a total of 256 parameter sets for each PBL scheme are generated using the quasi‐Monte Carlo sampling
approach (Caflisch, 1998). Then the generated parameters sets are applied in WRF simulations using the
configuration described in section 2.1. The generalized linear model (McCullagh & Nelder, 1989) is utilized
to decompose the total variance of the WRF outputs (i.e., turbine‐height wind speeds) into those contributed
by different parameters.

The uncertainty in model results can be broken into two parts: parametric and structural. Parametric uncer-
tainty is associated with the range of valid parameter values that are applied in the model. Structural uncer-
tainty can be attributed to the structural differences among schemes if the simulation discrepancies cannot
be reduced further by adjusting the parameter values given current knowledge of the parameter

Table 2
Same as Table 1 but for the Parameters in the Yonsei University Planetary Boundary Layer Scheme

Parameter Description Default Range

αs (aphi5) Constant associated with ψh,m at stable condition 5 4.5–7
αu,h (aphi16) Constant associated with ψh at unstable condition 16 11.6–20.4
αu,m (aphi16) Constant associated with ψm at unstable

condition
16 11.6–20.4

afac Constant associated with temperature perturbation due to
surface buoyancy flux

6.8 3.4–13.6

bfac Constant associated with nonlocal transport of heat 6.8 3.4–13.6
Sm Constant associated with nonlocal transport of momentum 15.9 7.95–31.8
pfac Exponent associated with momentum diffusivity 2.0 1.0–4.0
b Constant associated with velocity scale for heat flux calculation

at inversion layer
5 2.5–10

c Constant associated with heat flux calculation at inversion layer 0.15 0.075–0.3
Prh Prandtl number at inversion layer 1 0.5–2
a4 Constant associated with Prandtl number calculation 3.0 1.5–6.0
Riland Critical bulk Richardson number over land 0.25 0.2–0.3
Rif,ocean Factor associated with critical bulk Richardson number over ocean 1 0.5–2
λ0 Asymptotic length scale for free atmosphere diffusion 30 15–60
k Von Kármán constant 0.4 0.35–0.4
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uncertainties. Structural errors can be more complicated as the biases are possibly due to errors in other
components or parameterizations (e.g., surface layer scheme) of the model. In this study, the term
“structural error” is used to mean model error that cannot be explained by the uncertainties of the PBL
parameters explored here. In practice, we need to examine the entire parameter spaces in all components
of the model and then, the bias remaining could be attributed to model inadequacies, including structural
errors in schemes other than PBL. However, because the WRF model is quite complex, here we focus on
results from different PBL schemes as an example (assuming other physical components are perfect) to
examine how to best characterize the structural sensitivity and structural error for a complex dynamical
system.

3. Results

Our analysis starts with a comparison of the time series of the simulated and measured wind speeds. The
simulated wind speeds are interpolated to the corresponding height of measurement at each site

Figure 2. Time serials of wind speeds in observations (black lines) and simulations from the MYNN (blue belts in the left panel) and YSU (red belts in the right
panel) ensembles at four selected sites (nos. 1–4 in Figure 1). The simulated wind speeds are interpolated to the corresponding height of measurement at each
site. The colored belts denote the 5th to 95th percentiles in the 256 experiments. MYNN = Mellor‐Yamada‐Nakanishi‐Niino; YSU = Yonsei University.
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(Figure 1). During the simulation period, that is, May 2011, the observed low‐level wind speeds show strong
day‐to‐day variations at all sites (black lines in Figure 2; only the results at four sites are shown here). The
wind speeds generally range from 0 to 20 m/s. All the experiments with the MYNN (blue belt in left panel,
Figure 2) or YSU (red belt in right panel, Figure 2) scheme capture the variations in wind speed, but biases
can be seen in some instances where observations fall outside the envelope of the ensemble members.

Figure 3. Spatial distributions of (a, c) ensemble mean (m/s) and (b, d) intermember variance (m2/s2) of 80‐m wind
speeds from the 256 experiments with perturbed parameters in (a, b) MYNN and (c, d) YSU during daytime (0600–1800
LT). Terrain height below 500 m is denoted by black lines, which approximately represents the Columbia Basin.
MYNN = Mellor‐Yamada‐Nakanishi‐Niino; YSU = Yonsei University.

Figure 4. Same as Figure 3 but for nighttime condition (1800–0600 LT). MYNN = Mellor‐Yamada‐Nakanishi‐Niino;
YSU = Yonsei University.
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Figure 5. Relative contributions of different Yonsei University parameters to the variance of 80‐mwind speeds as a function of terrain slope during daytime (blank
bars) and nighttime (solid bars) conditions.
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Figure 6. Diurnal vertical distributions of responses (average of simulations in the eighth group minus that in the first
group) of wind speed (m/s) at the Butler Grade site (see Figure 1 for location) to the four influential parameters in
(a, c, e, g) MYNN and (b, d, f, h) YSU. The ensemble mean wind speeds (m/s) for each scheme are indicated by contours
and numbers in the white boxes. MYNN = Mellor‐Yamada‐Nakanishi‐Niino; YSU = Yonsei University.
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Because of the nonlinear dependence of wind power on wind speed, very small changes or biases in wind
speed can cause remarkable variations in the wind power, particularly for cases with wind speed ranging
from the cut‐in speed to rated speed (i.e., 3–13 m/s) of the wind turbine (e.g., Yang et al., 2017). In the
following, we first examine the overall sensitivity of the simulated turbine‐height wind speed in each PBL
scheme. The responses of the vertical profile of wind speed are also examined to understand the
variations of wind speeds at turbine height (normally 80–100 m above the surface). The structural
sensitivity to the choice of PBL scheme and incompatible biases among different wind conditions due to
structural error are then explored in section 3.2.

3.1. Parametric Sensitivity in the Two PBL Schemes
3.1.1. Spatial Feature of Parametric Sensitivity
The spatial distributions of the ensemble mean and intermember variance (i.e., the variance of the 256mem-
bers, which is caused by parameter perturbations) of the simulated 80‐m wind speeds are different in the
MYNN and YSU PBL ensembles (Figures 3 and 4). During daytime (Figure 3), the average 80‐mwind speed
(Figures 3a and 3c) within the Columbia Basin (approximately represented by the black contour in Figure 3)
is generally less than 7 m/s, which is much smaller than that in the surrounding regions with elevated ter-
rain. The YSU scheme (Figure 3c) produces larger ensemble‐mean wind speed than the MYNN scheme
(Figure 3a). This is at least partly due to the inclusion of nonlocal momentum mixing in the YSU scheme,
which rapidly increases winds in the lower PBL during the morning transition by transporting largemomen-
tum from nocturnal low level jets to the surface (e.g., Hourdin, 2015; Xie & Fung, 2014). Correspondingly,
compared to the MYNN parameters, the YSU parameters cause larger intermember variance of 80‐m wind
speeds during daytime (Figures 3b and 3d), but the large variability is mainly seen in areas with elevated ter-
rain and larger wind speeds. The momentum flux in the YSU scheme consists of three terms (i.e., local [or
eddy diffusivity], nonlocal, and entrainment fluxes), while the MYNN represents the momentum flux only
with the eddy diffusivity term. Given the relatively large contribution of nonlocal transport to the mixing in
the convective boundary layers (e.g., LeMone, 1973; Young, 1988), this explains why the YSU shows larger
parametric sensitivity in daytime conditions.

Nighttime conditions (Figure 4) can be compared to daytime. The average 80‐mwind speeds are larger dur-
ing nighttime (Figures 4a and 4c) over most of the domain. The increase of wind speed from daytime to
nighttime is more apparent in the MYNN ensemble than in the YSU ensemble. Thus, the nighttime wind
speeds simulated by the two schemes are comparable with each other. In the YSU ensemble, the nighttime
wind speeds exhibit a very weak response to the perturbed parameters (Figure 4d) despite the larger
ensemble‐mean wind speeds during nighttime than during daytime. In contrast, perturbing the MYNN
parameters have a larger impact on the simulated wind speed during nighttime (Figure 4b), particularly over
the elevated regions surrounding the Columbia Basin.

Following Yang et al. (2017), the contributions of each individual parameter to the variances of 80‐m wind
speeds are calculated at each grid point based on generalized linear model analysis. Then, we average the

Figure 7. Monthly mean diurnal variations of 62.5‐m wind speeds in observation (black dots) and simulations using
MYNN (blue boxes) and YSU (red boxes) schemes at the Butler Grade site. At each hour, the mean, 25th to 75th per-
centiles, and 5th to 95th percentiles in the 256 experiments are represented as box‐and‐whisker plots. LST = local standard
time.
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results for different categories of grid points based on their terrain slope. Yang et al. (2017) and Berg et al.
(2019) revealed that most of the variances of 80‐m wind speeds in the MYNN ensemble can be explained
by a few parameters. We briefly describe the parameter impacts in MYNN to provide a proper context for
the following analyses. Detailed results can be referred to Yang et al. (2017). Among all the parameters, B1
associated with the TKE dissipation rate is the most influential regardless of the terrain slope and time of
day. The impacts of the parameter Pr are mainly seen at night. The perturbations of the turbulent length
scale parameters considerably contribute to the variances in the 80‐m wind speed. For example, the
parameter α1 can affect the simulated wind speed during both daytime and nighttime. By contrast, the

Figure 8. Diurnal variations of frequency (%) of 62.5‐m wind speeds of (a) 0–3 m/s, (b) 3–13 m/s, and (c) 13–25 m/s in
observation (black dots) and simulations using Mellor‐Yamada‐Nakanishi‐Niino (blue boxes) and Yonsei University
(red boxes) schemes at the Butler Grade site. The meaning of the box‐and‐whisker plot at each hour is the same as that in
Figure 7. LST = local standard time.
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impacts of α5 and β are only seen during nighttime and daytime, respectively. The impacts of the other
parameters in MYNN are much weaker compared to the above ones.

The relative contributions of each parameter in YSU are analyzed here (Figure 5). During daytime (blank
bars in Figure 5), Sm (Figure 5f) and pfac (Figure 5g), both related to the momentum fluxes (Table 2), are
the two parameters contributing the most to the 80‐m wind speed variance, with the impact of the latter
increasing with slope. The parameter k (i.e., Von Kármán constant; Figure 5o) can also affect the daytime
wind speeds, especially over simple terrain with small slope. During nighttime (solid bars in Figure 5), most
of the variance of 80‐mwind speed can be explained by pfac and k. As terrain complexity increases, the rela-
tive impacts of the two parameters increase and decrease, respectively. The impacts of the other parameters
on the simulated 80‐m wind speed are nearly negligible.
3.1.2. Sensitivity of Wind Speed Vertical Profiles
The sensitivities of turbine‐height wind speeds to parameters are related, at least in part, to changes in the
momentum flux at different levels. Therefore, the response of wind speed is generally a function of height
above surface. We show in Figure 6 the impacts of the most influential parameters (i.e., B1, Pr, α5, and β
in MYNN based on Yang et al., 2017, and αs, Sm, pfac, and k in YSU based on Figure 5) on the diurnal varia-
tions of wind speed vertical profiles at the Butler Grade site. Other locations, for example, Hanford, show
similar parameter impacts with those found for the Butler Grade site (not shown). In the following, all the
analyses are based on the results at Butler Grade unless otherwise noted. The physical interpretation about
the responses of wind speed vertical profiles to the MYNN parameters are described by Yang et al. (2017).
The 256 simulations in each ensemble are categorized into eight groups (each group with 32 members)
according to the value of each parameter, with the first (eighth) group corresponding to the smallest (largest)
values of the parameter. The difference of the averages between the eighth and first groups associated with
each parameter are used to represent the parameter's main effect on wind speed. In the mean distributions
(i.e., average of all the 256 experiments; contour lines in Figure 6), there exists a period with large wind speed

Figure 9. Vertical profiles of wind speeds during (a) weak, (b) moderate, and (c) strong wind conditions in observation
(black dots; a combination of data from tower at heights of 31, 44, and 62 m and radar for 146–1,462 m) and simula-
tions using Mellor‐Yamada‐Nakanishi‐Niino (blue boxes) and Yonsei University (red boxes) schemes at the Butler Grade
site during 0800–1200 LT. The meaning of the box‐and‐whisker plot at each height is the same as that in Figure 7. Note
that the weak, moderate, and strong conditions are defined as those with the observed 62.5‐m wind speeds of 0–3, 3–13,
and 13–25 m/s, respectively.
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below 500 m from 1800 LT to 0800 LT (nocturnal low‐level jets), corresponding to the stronger nighttime 80‐
m wind speed than during daytime (Figures 3 and 4). The relative importance of parameters on 80‐m wind
speed is consistent with that in Figure 5, but with information about the sign of wind speed change included.
In the MYNN ensemble, the three parameters, B1, Pr, and α5, can each cause a response of wind speed up to
0.6 m/s below 100 m during nighttime hours. On the contrary, the impacts of the YSU parameters on
nighttime low‐level wind speed are relatively weak. Increasing Sm increases (decreases) wind speeds in
the lower (upper) PBL during daytime, by enhancing nonlocal momentum transport. Since the nonlocal
transport term is effective only in convective boundary layers, the impact of Sm is relatively negligible
during nighttime. With respect to pfac, increasing it lowers the height of the maximum diffusivity in the
PBL (from 0.5 × PBL height for pfac = 1.0 to 0.2 × PBL height for pfac = 4.0) and therefore decreases
(increases) the momentum diffusivity coefficient above (below) the maximum height. By changing the
shape of the momentum diffusivity coefficient, larger pfac can lead to weaker and stronger wind at low
and upper levels, respectively (Figure 6f). However, its effects cannot persist throughout the entire
nighttime at low levels. During daytime, there is less sensitivity to the MYNN parameters than is found
for the YSU parameters.

3.2. Structural Sensitivity to PBL Scheme
3.2.1. Diurnal Cycle of Turbine‐Height Wind Speeds
Any specific physical component in the model, for example, the PBL process, can be parameterized in var-
ious ways, involving different types of physical concepts, theoretical assumptions, or simplifications. For
example, one of the biggest structural difference between the YSU and MYNN PBL schemes is the inclusion
of nonlocal transport terms; the YSU considers nonlocal transport of heat and momentum, while the MYNN
does not. However, the existence of numerous uncertain parameters makes it difficult to attribute the simu-
lation difference among schemes to the scheme structural discrepancy. With the optimized parameter values
to fit the observations best, two different schemes could possibly perform similarly. In this section, the simu-
lated wind speeds from two PPEs with the MYNN and YSU schemes are compared to isolate the effects of
structural sensitivity from those due to parameter uncertainty. The relationship between the two ensembles
can generally fall into three conditions: (1) the two ensembles that do not overlap with each other, (2) the
two ensembles that have an intersection, and (3) one ensemble that is a subset of the other. The first

Figure 10. Same as Figure 9 but for the results during 1900–2300 LT.
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condition means there are no chances to tune the two schemes to perform
the same. The latter two conditions indicate somemembers in one ensem-
ble cannot be reproduced by the other. When observations are considered,
bias evident in the best member of the ensemble may also imply the exis-
tence of scheme structural error (Williamson et al., 2015). Note that struc-
tural error in one scheme could become a parametric error in the other
scheme, particularly for the third condition, for example, some fixed com-
ponent in one ensemble is represented by tunable parameters in the other.
Such information can have important implications for further
parameterization development.

The observed diurnal variation of monthly mean 62.5‐m wind speeds at
Butler Grade (black dots in Figure 7) shows that the wind speed peaks
at around 0400 LT and then rapidly decreases after sunrise due to the
intensified land‐air coupling and boundary layer mixing. The two
schemes (blue and red boxes in Figure 7) are able to produce the overall
diurnal features of wind speeds. Differences are evident between the
two ensembles during daytime, particularly for the period from 0800 LT
to 1200 LT when the two distributions do not overlap with each other.
Obviously, the YSU scheme has a greater potential to match the observa-
tions. A large bias exists in the MYNN results even with well‐constrained
parameter values, indicating structural error in the scheme regarding the
monthly mean 62.5‐m wind speeds during morning to noon hours. The
structural error of MYNN is at least in part related to the insufficient
momentum transport due to the absence of the nonlocal transport term
(e.g., Hourdin, 2015; Xie & Fung, 2014). During nighttime, both schemes
have the potential to reproduce the observed 62.5‐m wind speed via para-
meter calibration, except for the period between 0000 and 0002 LT when
all the simulations underestimate the wind speed. After sunrise, the
MYNN ensemble generally produces stronger decelerations of wind
speeds than observation, while the YSU ensemble performs better in
this regard.

The above analysis indicates that parameter‐tuned YSU scheme could
perform better than the MYNN scheme in regard to the monthly mean
diurnal cycle of wind speed. However, opposite conclusions can be drawn
when focusing on the diurnal features for cases with different classes of
wind speeds (Figure 8). In the observations, the frequency of occurrences
for wind speeds less than 3 m/s is approximately 30% during daytime,

which is much larger than during nighttime (black dots in Figure 8a). The MYNN scheme generally simu-
lates larger frequencies of the weak wind cases than the YSU scheme. The spreads in both the two ensembles
overlap the observed value for most times of a day, except for the period between 0800 and 1200 LT when
MYNN shows a potential to produce smaller biases than YSU. Similar differences between the two schemes
can be found for conditions with wind speeds ranging between 3–13 m/s (Figure 8b) and 13–25 m/s
(Figure 8c), in which the best member from the MYNN ensemble agrees more with observations than that
from the YSU ensemble during nighttime. All the members in the two ensembles underestimate the fre-
quency of occurrence of strong wind cases (i.e., wind speed ranging between 13 and 25 m/s, Figure 8c) dur-
ing 2300–0400 and 1000–1200 LT.

3.2.2. Vertical Profiles of Wind Speeds
We have shown that the YSU scheme generally simulates stronger turbine‐height wind speeds than the
MYNN scheme during daytime (Figures 7 and 8). The simulated vertical profiles from the two ensembles
during 0800–1200 LT are further examined (Figure 9) to help understand the differences. Hourly data during
0800–1200 LT are classified into three categories based on the observed wind speeds at 62.5‐m height. The
low‐level winds (from near the surface to 100 m) simulated by the MYNN scheme are systematically weaker
than those simulated by the YSU scheme for all ensemble members across all conditions, especially for cases

Figure 11. Diurnal vertical distributions of (a) wind speed difference
between the two ensemble means using YSU and MYNN (YSU minus
MYNN) and (b) combined effect due to parameters Sm in YSU and α5 and β
in MYNN (i.e., values shown in Figure 6d minus that in Figure 6e and in
Figure 6g) at the Butler Grade site. The averages of the two ensemble means
of wind speeds (m/s) are indicated by contours and numbers in the white
boxes. LST = local standard time; MYNN = Mellor‐Yamada‐Nakanishi‐
Niino; YSU = Yonsei University.
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with moderate and strong winds (Figures 9b and 9c). In strong wind cases, both schemes tend to
underestimate the wind speeds in the entire PBL even with well‐tuned parameters, indicating the
existence of structural errors or errors in other model components.

For nighttime conditions (Figure 10), the differences between the two schemes are smaller than during day-
time. The MYNN scheme has a larger potential to match observations in both weak and strong wind condi-
tions. However, the best members for one wind speed category may be the worst ones for the other wind
speed category (discussed in section 3.2.3).

The systematically weaker daytime winds in MYNN compared to YSU
(Figure 9) are likely due, at least in part, to the absence of nonlocal trans-
port in MYNN. Figure 11a indicates that the mean differences between
the two ensembles are most evident at heights ranging between 50 and
300 m during daytime. Our sensitivity analyses show that nonlocal trans-
port in YSU leads to an increase in wind speeds in the lower PBL and
decrease in wind speeds in the upper PBL (Figure 6d). We can see that
in the upper PBL (above 500 m) and near the surface, the differences
between the two ensembles (Figure 11a) are not consistent with the
impacts associated with nonlocal transport (Figure 6d). In addition to
the absence of nonlocal transport, the parameterization for the momen-
tum exchange between near the surface and aloft in MYNN is also impor-
tant, which is directly affected by the surface layer length scale parameter
β during daytime (Figure 6g). We combine the impacts due to nonlocal
transport in YSU (Figure 6d) and the surface layer length scale in
MYNN (Figure 6g), which produces a pattern (Figure 11b) resembling
the difference between the two ensembles during daytime (Figure 11a).
The results indicate that compared to MYNN, the nonlocal term in YSU
transports more momentum from the upper PBL to the lower PBL.
Meanwhile, stronger mixing between near the surface and aloft in
MYNN transports moremomentum downward to near the surface, ampli-
fying the differences between the two ensembles for heights ranging

Figure 12. Relationship of model biases (normalized by observational values) of 62.5‐mwind speeds across different time
of day in the ensemble experiments using (a) MYNN and (b) YSU schemes at the Butler Grade site. For each scheme, the
256 experiments are grouped into eight bins (with different colors) based on the wind speeds at 2100 LT. The black and
gray lines denote the relative biases of 0 and ±15%, respectively. The colored curves from blue to red represent the groups
with relative bias approximately from−7% to +10% at 2100LT. MYNN=Mellor‐Yamada‐Nakanishi‐Niino; YSU = Yonsei
University.

Figure 13. Scatter plots of 62.5‐m wind speeds at 2100 LT (x axis) and 0100
LT (y axis) in observation (black dot) and simulations usingMellor‐Yamada‐
Nakanishi‐Niino (blue dots) and Yonsei University (red dots) schemes at the
Butler Grade site. LST = local standard time.

10.1029/2018JD029691Journal of Geophysical Research: Atmospheres

YANG ET AL. 5964



between 50 and 300m but decreasing the differences below and above.We
also include the impact due to α5 (Figure 6e) in Figure 11b, which partly
explains the difference between the two ensembles at night. Hence, simul-
taneously tuning the parameters related to nonlocal transport in YSU and
the surface layer length scale in MYNN can reduce the wind speed differ-
ences produced by the two schemes. However, to reduce the differences as
much as possible, we have to use parameter values out of their uncertainty
ranges or modify the formulations used in the parameterizations. It
should be noted that in YSU the impacts of nonlocal transport can be
partly compensated by the changes in the height of maximum diffusivity
(Figure 6f). Similarly, the mixing strength in MYNN can also be affected
by other parameters such as that related to the TKE dissipation rate
(Figure 6a). Nevertheless, our results suggest that the daytime differences
of using the two schemes are mainly caused by two factors: YSU produces
a relatively stronger mixing between the lower part and upper part of PBL,
and MYNN simulates a relatively stronger mixing between near the sur-
face and aloft.
3.2.3. Incompatible Biases Due to Structural Error
Our results show that using parameter calibration has a low probability
of eliminating model biases related to structural problem, but errors
associated with parameter uncertainties can be reduced to a large
degree. In this section, we further explore whether the improvements

by tuning for a specific site, time of day, or wind speed category would degrade model performances
in others.

We can take the simulated diurnal cycle of wind speed at Butler Grade as an example. The spreads in both
ensembles cover the observational wind speeds during 1900–2300 LT (Figure 7). For each ensemble, we split
the 256 experiments into eight groups (each with 32 members) based on the simulated magnitudes of wind
speeds at 2100 LT, and then we compare the simulated diurnal cycles averaged in each group against the
observation (Figure 12). When using the MYNN scheme (Figure 12a), the third group (thick green line)

shows the best agreement with observation at 2100 LT but large biases
during other periods. To reduce the biases at other times, particularly at
2300–0700 LT, we need to increase the wind speeds (from green line to
pink line) by perturbing certain parameters. However, such tuning pro-
cess inevitably degrades the simulated wind speed at 2100 LT. The incom-
patible biases can also be seen in the YSU ensemble, but it is less evident
when the experiments are grouped based on the wind speed at 2100 LT.

The biases of wind speeds at different times are incompatible likely
because they are linked with fixed yet unrealistic relationships that are
insensitive to the investigated parameters. The results based on averaged
values within different individual groups (Figure 12) explain a large por-
tion of the connection among wind responses at different nighttime hours,
which can be further attributed to certain parameters (Figure 6).
However, some information could still be missing due to the variability
within each group. The correlation between wind speeds at 2100 LT and
0100 LT based on all the 256 experiments (Figure 13) confirms the incom-
patible biases between the two times in theMYNN ensemble (blue dots vs.
black dot). By contrast, the YSU scheme (red dots) has a larger chance to
produce the observed wind speeds at both times, as shown by the proxi-
mity of some of the YSU ensemble members to the observations. For the
MYNN ensemble, the two biases could be simultaneously reduced if the
wind speeds at the two times are interrelated in different ways (e.g., differ-
ent intercept, slope, or nonlinearity) or less correlated (i.e., more coverage
in the two‐dimension space), which can be addressed by additional

Figure 14. Model biases of 62.5‐m wind speeds across various wind
strengths of 0–3, 3–5, 5–8, 8–13, and 13–25 m/s in the Mellor‐Yamada‐
Nakanishi‐Niino ensemble at the Butler Grade site during nighttime.
Hourly data are grouped into different categories based on the observed
wind speeds. The 256 experiments are grouped into eight bins (with different
colors) based on the biases for wind speed of 0–3 m/s.

Figure 15. Relationship of nighttime model biases in wind speeds (normal-
ized by observational values) across different sites (see Figure 1 for locations)
in the ensemble experiments using Mellor‐Yamada‐Nakanishi‐Niino
scheme. The 256 experiments are grouped into eight bins (with different
colors) based on the biases at the Butler Grade site. The black and gray lines
denote the relative biases of 0 and ±25%, respectively.
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developments in the parameterizations, but it could still possibly be a
parametric issue beyond our current knowledge.

The incompatible biases also exist among conditions with different wind
speeds (Figure 14). We only show the MYNN results during nighttime
when the parameters can exert strong impacts. Nighttime hourly data
are classified into five categories based on the observed wind speeds ran-
ging from 0 to 25 m/s. Then, the 256 simulations are divided into eight
groups based on the biases for wind speed of 0–3 m/s. The MYNN scheme
always overestimates the wind speeds between 0 and 5 m/s but underesti-
mates them between 8 and 25 m/s. The wind speeds are sensitive to the
MYNN parameters in cases with both weak and strong winds. However,
their biases are anticorrelated when perturbing the parameters. To miti-
gate these incompatible biases, we can assign the parameter value as a
function of wind strength, but whether this treatment is physically justifi-
able needs further examination.

The biases of wind speeds (averaged during nighttime) in the MYNN
ensemble are also explored at different sites (Figure 15). The results indi-
cate a systematic response of wind speed to parameters across different
locations. Biases (absolute value) in different sites can be positively or
negatively correlated with one another. There is an evident contrast
between the results at Butler Grade and Horse Heaven. Detailed relation-

ship between the two sites can be seen based on the scatter plot of all the 256 experiments (Figure 16). Both
the wind speeds at these two sites simulated by MYNN (blue dots in Figure 16) can be tuned to match obser-
vation individually, but the best parameter sets are mutually exclusive, for example, the optimal parameter
set for wind speed at Butler Grade is among the worst ones for wind speed at Horse Heaven.

4. Summary and Discussion

We investigated the sensitivities of turbine‐height wind simulations to the structural difference and uncer-
tain parameters in the PBL parameterizations by comparing experiments from two PPEs using the MYNN
and YSU PBL schemes for a domain in the Pacific Northwest of the United States. We explored the high‐
dimensional parameter space by applying an efficient sampling algorithm. The parametric sensitivities of
the simulated wind speeds in the two schemes were compared, including using the surrogate‐based variance
decomposition. The structural sensitivity to the choice of PBL scheme and incompatible biases due to struc-
tural error were then explored.

During daytime, the ensemble mean and inter‐member variance (i.e., sensitivity to parameters) of the simu-
lated turbine‐height wind speeds across the entire domain are larger in the YSU ensemble than in theMYNN
ensemble. During nighttime, by contrast, the MYNN parameters have larger impact on the wind speed than
the YSU parameters, although the ensemble‐mean wind speeds of the two ensembles are comparable. A
majority of the intermember variances can be explained by a few parameters in each scheme, such as those
associated with the TKE dissipation, Prandtl number, and turbulent length scales in theMYNN scheme, and
the momentum flux‐related coefficients and Von Kármán constant in the YSU scheme.

The simulated winds from the two ensembles were evaluated against the measurements at the Butler Grade
site to explore the structural errors and structural differences in the schemes. In general, the two schemes are
able to reproduce the observed diurnal features of the monthly mean turbine‐height wind speed. During
daytime, differences evident in the turbine‐height wind speeds can be found between the two ensembles.
The YSU scheme has a potential to match observation during daytime, while a large bias still exists in the
MYNN results even with the well‐tuned parameter values, suggesting the structural error in the MYNN
scheme. Further analyses indicate that the discrepancies between the two schemes are evident across condi-
tions with different magnitudes of wind speed during daytime; compared to the YSU scheme, the MYNN
scheme performs better in weak wind cases but worse in strong wind cases. Both schemes underestimate
the occurrence frequency of strong winds during both daytime and nighttime. Compared to YSU, MYNN
is able to better match observations in both weak and strong wind conditions at night.

Figure 16. Scatter plots of nighttime wind speeds at the sites of Butler Grade
(x axis) andHorse Heaven (y axis) in observation (black dot) and simulations
using Mellor‐Yamada‐Nakanishi‐Niino (blue dots) and Yonsei University
(red dots) schemes.
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Model biases related to parameter uncertainties can be reduced to large degree by tuning, but the improve-
ments in one particular target may compromise model performances in others. The relationships between
different targets are not accurately represented or missing in the parameterization. For example, the
turbine‐height wind speeds are markedly underestimated by the MYNN scheme during late night. These
biases can be largely reduced by perturbing certain parameters, but such tuning process inevitably degrades
the simulated wind speed at 2100 LT in our example, suggesting the incompatible biases of wind speed
among different times due to the scheme structural problem. The incompatible biases can also be detected
when focusing on the wind speeds across different wind strengths or at different locations.

Comparing the experiments from different PPEs rather than single default cases can help to identify the
distinctive structural characteristics of the simulations in a given scheme from others. For single‐objective
optimizations, the best members can be used to determine whether there exists a structural error and how
it can be characterized, which can provide guidance for further parameterization development focusing
on biases that cannot be explained by parameter uncertainty. For multiobjective optimizations, the incom-
patible biases among different targets and using different metrics will also expose the limitation of parameter
tuning and necessity of making structural improvements to the parameterizations. In some cases, a struc-
tural problem in one scheme disappears or becomes a parametric issue in other schemes. This means we
can better understand the structural errors in the schemes by referring to the response features, including
those related to parameter perturbations, in other schemes. In our example, the different parameterizations
both for local turbulent flux and for nonlocal transport might be important for the different wind speeds
simulated by the two schemes, but additional detailed and comprehensive exploration of the physical reason
responsible for those structural sensitivities is necessary. It also deserves future investigation to determine
whether the conclusions revealed here can still hold when using a different model configuration (i.e., differ-
ent options for other physics) or for a different application.
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